
_______________________________ 

American Flame Research Committee 

2024 Symposium 

 Calgary, Alberta 

September 30-October 03, 2024 

 

 
 

Viability and robustness of video imaging spectro-

radiometry (VISR) for estimating flare combustion 

efficiency 

A. Kaveh1,*, P. Lapeyre1, J. C. Spinti2 and K. J. Daun1
 

1Department of Mechanical and Mechatronics Engineering, University of Waterloo, 200 University Ave W, 

Waterloo, ON, Canada, N2L 3G1 
2Department of Chemical Engineering, University of Utah, Salt Lake City, UT, United States of America, 

84112 

Abstract 

This paper discusses the capability of video imaging spectro-radiometry (VISR) for measuring flare 

combustion efficiency (CE)/destruction removal efficiency (DRE) of methane. While this technique 

has been assessed experimentally in the literature, we examine its performance using computational 

fluid dynamics simulations of assisted flares in crosswinds, using a simplified three-channel version of 

the technique. Our analysis focuses on three points: (i) the veracity of the inferred local (pixel-wise) 

CE; (ii) the accuracy of the flare global CE estimates; and (iii) the ability of the VISR instrument to 

quantify stripped methane. The results indicate that the simplified VISR imaging approach provides 

accurate local CE estimates. On the other hand, the VISR global CE inference model lacks a physical 

basis, produces biased estimates and cannot accurately measure stripped methane.   

Introduction 
Flaring is often used to convert excess and unwanted hydrocarbon (HC) gases into carbon dioxide (CO2) and water 

vapor (H2O), which have significantly lower global warming potentials [1]. Flaring performance is often defined by 

combustion efficiency (CE), which is the portion of the carbon in the flare fuel stream that transforms into CO2, or the 

destruction removal efficiency (DRE), which considers the fraction of a particular hydrocarbon species that is 

converted into CO2. In the case of upstream oil and gas extraction, there is a particular focus on the methane (CH4) 

contained in associated gas, due to its large global warming potential and emerging regulations [2,3].  

While flaring is often assumed to have a CE or DRE close to 98% [4], in some circumstances, this figure may be 

significantly lower due to aerodynamic fuel stripping in crosswinds [5,6], steam and air assistance for smoke 

suppression [7–9], and the low heating value (HV) of fuel gaseous components [5,6,9–11]. Accordingly, diagnostics 

are urgently needed to assess the true impact of flaring on climate change, identify problematic operating conditions, 

and enforce environmental regulations. 

Passive Fourier transform infrared spectrometry (PFTIR) is one of the main techniques for assessing flare CE 

[12–14]. In this approach, CE is inferred based on spectrally resolved emission measurements made using an open-

path FTIR along a line-of-sight through the plume, typically one flame length downwind of the visible flame tip. 

However, PFTIR-derived CE estimates are sensitive to measurement location and do not account for plume 

heterogeneity. The emergence of commercial multispectral and hyperspectral mid-wavelength (MWIR) and long-

wavelength (LWIR) infrared imagers, including light field (plenoptic) cameras [15], dispersive line-scan cameras [16], 

and imaging Fourier transform spectrometers (IFTSs) [17,18], provide a means to capture the transient development 

of the entire plume region with temporal, spatial, and spectral resolution, enabling the inference of the species column 

density and plume gas temperature distribution along each pixel light-of-sight (LOS).  

Light field and line scan cameras provide significantly higher temporal resolution compared to IFTSs, albeit with 

significantly lower spectral resolution. In 2012 Zeng et al. [16] proposed the “video imaging spectro-radiometry” 

(VISR) technique based on a four-channel light field imager with three of the channels focused on key absorption 

features of CH4 (3.2–3.4 µm), CO2 (4.2–4.4 µm), and CO (4.5–4.9 µm), with an additional transparent window for 
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capturing the ambient background radiance and broadband particulate emission. This approach was implemented into 

a commercial line-scan camera equipped with 42 uniformly-spaced spectral channels within the 2–5 µm spectrum 

[19], and later commercialized as the FlareGuardianTM remote sensing system, using a similar number of channels 

distributed between 3–5 µm [20]. The radiometric model used in the VISR approach is derived from simplifications 

and approximations to the radiative transfer equation (RTE) to connect the relative intensities measured over each 

pixel to a local “pixel-wise” CE estimate. Finally, a global CE is computed by averaging the local CE values of the 

pixels within a region-of-interest (ROI) that envelopes but excludes the visible flame. Although VISR flare CE 

estimates acquired through field trial experiments of steam- and air-assisted flares were consistent with those obtained 

through simultaneous extractive measurements [19,20], there remain unresolved questions as to the validity of the 

instrument model, and whether this technique can detect and quantify unburned fuel pockets that may be significantly 

colder than the rest of the flare plume. Notably, the manufacturer of this product claims that the CE may be found 

with “1% accuracy”. Can this claim be correct? 

This study conducts a numerical assessment of a simplified version of the VISR approach [16], based on the 

original four-band multispectral imaging method, to evaluate the feasibility of this technique for remote flare 

performance measurements. In this analysis, synthetic VISR broadband images are generated using temperature and 

species concentration fields obtained from computational fluid dynamics-large eddy simulation (CFD-LES) datasets 

of a steam-assisted industrial flare operating under varying crosswind conditions [21,22]. The results support the RTE 

simplifications applied to the VISR radiometric model and the accuracy of the inferred local CE but call into question 

the algorithm used to calculate global CE as well as the VISR instrument’s capability in quantifying slipped (cold) 

fuel, which can represent a significant fraction of HC emissions under certain circumstances. 

Flaring combustion efficiency 
Combustion efficiency is defined as the fraction of carbon in the fuel stream supplied to the flare that is converted into 

CO2. In many scenarios, the fuel composition and flow rate may not be known, in which case the carbon flow rate 

entering the flare may be inferred through a mass balance of carbon-containing species within the plume region:  
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where k represents all the carbon-containing species in the plume, mainly dominated by carbon dioxide (CO2) and the 

unburned hydrocarbon (HC) components of the injected fuel stream to the flare stack [23,24]. Carbon mass flow rates 

are found by multiplying the mass flow rates of carbon-containing species by their corresponding carbon molecular 

mass fraction. A related parameter, called the destruction removal efficiency (DRE), focuses on a particular species 

within the fuel stream, such as CH4, and in cases where the fuel stream is dominated by CH4, the CE and DRE may 

be similar. In principle, the mass flow rates in Eq. (1) can be obtained by integrating species mass fluxes along the 

control surface surrounding the plume region, as demonstrated in Fig. 1. These mass fluxes are the product of 

volumetric species concentrations and their corresponding projected crosswind velocity, normal to the control surface.  

In the case of remote sensing of flare CE, it is often convenient to derive a local (pixel-wise) combustion efficiency 

based on the ratio of the column number densities of carbon-containing species multiplied by the number of carbon 

atoms per molecule, nC,k. More precisely, for the jth pixel the local CE is expressed as 
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where nC,k denotes the number of carbon-containing atoms in the kth species. The column number density of the kth 

species along the jth pixel LOS (molecules/m2), c,k,j, is 
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where kB is Boltzmann’s constant, k,j (s) and Tj (s) are the mole fraction and temperature profiles at a location s along 

the jth LOS, and L is the plume width (into the image plane). The atmospheric pressure, p, is taken to be uniform 

through the plume. 



 

 

The connection between the local CE, Eq. (2), and the global CE, Eq. (1), is not straightforward. Zeng et al. 

[16,19] suggest that the overall flare CE may be estimated by averaging the local CE of pixels located within an 

envelope surrounding the combustion zone, rationalizing that these pixels contain gaseous by-products of the complete 

combustion process. They define the inner envelope surface as the isosurface where the CE increases abruptly in a 

direction moving outwards from the flame, indicating the completion of the combustion reaction, while the outer 

surface corresponds to areas with almost undetectable broadband intensity [19].  

VISR radiometric model  
The species column densities used to compute local CE, Eq. (2), are inferred from a set of captured broadband intensity 

measurements for each pixel, through a measurement model composed of separated radiometric and instrument sub-

models.  

Radiometric model 

Figure 2 (a) shows a schematic of the radiometric measurement. For simplicity, the present work excludes absorption 

and emission of the atmospheric layer between the flare and the camera aperture. Since molecular scattering is 

negligible in the mid-infrared spectrum, the spectral intensity incident on the camera aperture at wavenumber η is 

given by  
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where Iη,bg is the background irradiation, Iη,b is the spectral blackbody emission, L is the plume thickness, κη,mix is the 

absorption coefficient of the participating gas mixture and T(s) is the plume temperature at a parametric location s 

along the pixel LOS. The absorption coefficient of the gas mixture is the sum of the absorption coefficients of all 

participating species at location s along the pixel LOS 

 ( ) ( )( ) ( )η,mix η,κ = k k

k
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where k and αη,k are the local number density, derived along the corresponding pixel LOS, and the molecular spectral 

absorption cross-section of the kth component inside the plume, respectively. The spectral absorption cross-section 

can be computed as a function of the local temperature using parameters obtained from the HITRAN database [25]. 

The incident intensity entering the camera aperture along each pixel LOS is spectrally integrated, e.g., by 

capturing the scene through a series of spectral broadband filters, projected onto an IR sensor. If the camera contains 

“top hat” filters that are perfectly transparent over their corresponding detection portions of the mid-wavelength 

infrared spectrum, and assuming that blackbody emission from the opaque portions is negligible because the filters 
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 Fig. 1: Obtaining carbon-containing species mass flow rate using mass 

balance, Eq. , applied to finite elements near the CFD-LES control surface 

surrounding the plume region, confined by the dashed-dotted line. 



 

 

are located behind the cold shield of the camera, the signal of the kth channel for the jth pixel is given by 

 exact
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where Ck is a calibration constant that accounts for detector sensitivity, pixel spatial resolution, integration time, and 

pixel solid angle, and Iη is the spectral intensity, expressed by applying Eq. (4) to the jth pixel LOS. In the present 

analysis, the calibration constants are taken as unity.  

 

VISR instrument model implementation 

While Eqs. (4)-(6) provide a complete radiometric model of the camera, they cannot be used directly to calculate the 

quantities needed to derive the local CE, Eq. (2), since the spatial distribution of species and temperature along each 

LOS is unknown and cannot be inferred from Eq. (4). Moreover, a simpler, computationally inexpensive model is 

needed to obtain local CE estimates in near real time. Accordingly, Zeng et al. [16] developed an explicit formula for 

the local CE by assuming: (i) a uniform temperature profile along each pixel LOS (isothermal medium), (ii) an 

optically thin plume medium (i.e., no self-absorption), (iii) the kth channel intensity only corresponds to contributions 

from the corresponding kth carbon-containing species, and (iv) negligible background intensity. Hence, the RTE, Eq. 

(4), may be rearranged into 
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where the optical thickness, τη,L, is defined according to the Beer-Lambert law,  
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If blackbody intensity is approximated as spectrally-uniform over each filter window, the broadband pixel intensity 

(pixel brightness) for the kth channel of the jth pixel is expressed by 
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Rearranging for the species column number density, Eq. (3), and substituting the result into Eq. (2) yields the VISR-

inferred local CE formula, 
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Following Zeng et al. [16], the selected spectral channels are broadly aligned with spectral absorption features of 

CH4 (Channel 1, 3.2–3.4 µm), CO2 (Channel 2, 4.2–4.4 µm), and CO (Channel 3, 4.5–4.9 µm), while the fourth 

transparent channel is excluded from the analysis. This analysis assumes that the principal flare gas is CH4 and neglects 

the radiative contributions of other species over these bands. The effective pixel plume temperature, Tj, influences the 
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Fig. 2: a) Schematics of the radiometric measurements of the plume using 

the VISR line-scan hyperspectral camera, b) Sample snapshot of CO
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flare local CE estimates through both the absorption line strengths in αη,k and the ratio of blackbody intensities of the 

spectral channels.  

Finally, the global CE, Eq. (1), is estimated as the average of local CE values over a sub-region with an inner 

surface defined by the outer boundary of the flame envelope and an outer surface limited to the region where the 

observed spectral signal is detectable, above the camera noise threshold (NESR). According to Zeng et al. [19], the 

inner region may also be approximated by an isotherm surrounding the visible flame boundary. The VISR region-of-

interest (ROI) is the zone confined within these two boundaries. 

Simulated VISR flare measurements 
The VISR technique is assessed using CFD-large eddy simulations of a steam-assisted flare operating in a crosswind. 

The flare stack has an inner diameter and stack height of 0.08 m and 0.05 m, respectively, and is terminated with a 

John Zink SKEC© flare tip [26]. Natural gas, composed of 95% methane, 4.5% ethane and 0.5% propane on a molar 

basis, exits the flare tip with a velocity of 1.2 m/s at 298 K and reacts with a mixture of crosswind ambient air with 

uniform velocity and assisted by saturated water vapor. Table 1 summarizes the simulation setup configurations, e.g. 

crosswind and steam assistance flow rates, of the two CFD-LES cases considered in the present analysis. Figure 2 (b) 

shows a sample snapshot of simulation Case 1, presented in Table 1. 

The Uintah-Arches LES solver [22] incorporates a two-stage modelling strategy for turbulent combustion: a slow 

step using the Westbrook and Dryer reduced-order model [27] for a rate-controlled constrained equilibrium (RCCE) 

designated to the time-resolved large-scale eddies, and a fast step utilizing instantaneous chemical equilibrium 

associated with the LES sub-grid scales. Nonequilibrium CO oxidation kinetics are captured using the Dryer and 

Glassman reduced-order model [28]. Gas phase radiative transfer is modelled using an S8 discrete ordinates method 

(DOM) [29], which captures local gas heating or cooling based on the local divergence of the radiative flux. The LES 

grid, presented in Table 1, initially consists of uniform cubic cells of 8 × 8 × 8 mm3, which are adapted based on local 

gradients [21]. The CFD-LES datasets are acquired for at least 72 timesteps in a 5-second simulation time frame.  

Table 1: CFD-LES simulation case studies 

Case 
Crosswind uniform 

velocity at 298 K (m/s) 

Assisted steam mass 

flow rate at 373 K (g/s) 

Total number of 

cubic elements 

CFD-LES domain size 

(m × m × m) 

1 4.2448 10.694 23,581,250 3.92 × 1.76 × 1.75 

2 6.9688 86.481 14,175,000 4.0 × 1.08 × 1.68 

Simulated temperature and species concentration profiles are then substituted into Eq. (4) to generate spectral 

intensity, which is then transformed into vectors of the exact broadband data, bexact = [S1
exact, S2

exact, S3
exact] via Eq. (6). 

Finally, the simulated broadband intensities are contaminated with artificial white noise sampled from an unbiased 

Gaussian distribution characterized by a covariance matrix derived from the prescribed noise equivalent temperature 

difference (NETD) of 0.035 (mK), typical of the imagers used for VISR [30]: 

 ( )meas exact noise noise

NETD, 0,= +b b δb δb Γ  (11) 

Crucially, the NETD defines the outer detection envelope and limits the camera’s ability to resolve pixels containing 

unheated fuel that has been aerodynamically stripped from the combustion zone.  

In their experimental analysis, Zeng et al. [19] averaged 325 data cubes temporally to reduce the number of data 

sets that would need to be processed analytically, although this would also improve the signal-to-noise (S/N) ratio. 

We explore this effect by averaging temporally resolved synthetic images over approximately 5 seconds (72 

timesteps), resulting in an extended region of detected intensity across all the VISR spectral bins.  

A noise threshold is introduced to the simulated broadband images, based on the overall net equivalent spectral 

radiance (NESR) value. The implemented noise threshold filters out the pixels with a low S/N ratio, depicted by the 

white region in Fig. 3. This effect is most pronounced for the CH4 and CO channels in high and low flare CE scenarios, 

respectively, since it coincides with the lowest abundance, temperature, and species concentration in the flare plume. 

In principle, the finite dynamic range of the camera likely means that some pixels in the combustion zone may also 

be saturated, although this effect is not considered here. 



 

 

 

Results and Discussion 
We first assess the validity of the simplified radiometric model. Two key simplifications made to derive the simplified 

VISR model are the optically thin approximation, and that the temperature and species concentrations are distributed 

uniformly along each pixel LOS. Figure 4 demonstrates sample 2D contours of the inferred and ground truth local CE 

for Case 1, presented in Table 1, at an arbitrary timestep. The local CE relative error, demonstrated in Fig. 4 (c), is 

defined as the local CE error relative to the mean ground truth local CE of the pixels located within the VISR ROI. 

For most of the VISR ROI pixels, this error is generally less than 2%. A similar agreement was observed for the other 

crosswind scenario, with considerably much larger local CE relative errors within the flame envelope, representing 

the active combustion zone for both simulation cases. This indicates that the simplifications applied to the RTE in the 

VISR radiometric model could potentially yield reasonable outcomes, which are ultimately converted to accurate local 

CE estimates.   

To fully assess the VISR instrumentational model, an uncertainty analysis is conducted on the robustness of the 

VISR flare CE averaging model. This analysis compares time-resolved (instantaneous) flare global CE estimates, 

computed as the mean VISR-inferred local CE of the pixels located within the VISR ROI, with their corresponding 

ground truth (benchmark) values, obtained by substituting the CFD-driven temperature and species concentration 

fields in Eq. (1). According to Fig. 5, the VISR generally tends to underestimate the flare CE compared to the 

respective ground truth, whereas the error, the difference between the global CE VISR predictions and ground truth, 

is more pronounced for Case 1, Fig. 5 (a), with less steam-assistance and lower crosswind velocity.  

The final aspect in evaluating the effectiveness of the VISR approach for remote monitoring of the flare operations 

is its ability to detect fugitive cold methane that is removed from the combustion cone via aerodynamic stripping [5,6]. 

Figure 6 (a) shows three transects, selected across the VISR ROI, which shows the plume temperature and methane 

Fig. 3: Synthetic time-averaged broadband images corresponding to the spectral bins of the VISR 

camera for case 2: (a) CH
4
 (3.2–3.4 µm), (b) CO

2
 (4.2–4.4 µm), and (c) CO (4.5–4.9 µm). The white region 

represents pixels with undetectable signals reaching over the noise threshold (below the NESR).  

Fig. 4:  Sample 2D contours of local CE: a) inferred using VISR instrument model, Eq. (10), b) ground-truth 

(CFD-driven), Eq. (2), along with c) corresponding local CE relative error, for simulation case 1, presented in 

Table 1, at an arbitrary timestep. The white zone is indicative of the VISR ROI containing pixels with incident 

spectral intensity below the noise (NESR) threshold of the VISR camera (surrounding the plume), excluding the 

flame envelope, representing the combustion zone, approximated by the visible flame. 

a) c) b) 



 

 

mass flux (kg/m.s) profiles. According to Fig. 6 (b), there is a considerable amount of stripped methane at low 

temperatures, downstream of the plume under the flare stack level, which is separated from the rest of the fugitive 

methane by the horizontal dashed line. Moreover, methane mass flux profiles in Fig. 6 (c) show negligible evidence 

of the stripped methane existence, along the two transects located between the flare stack and the flame envelope, 

representing the combustion zone. For the other CFD-LES scenario with higher crosswind conditions, similar 

behaviour regarding the distribution of stripped methane flux downstream of the plume below the flare stack level, 

was observed. The existence of the region with an abundance of stripped (cold) methane concentration, outside the 

VISR detection zone (ROI), Fig. 6 (b), highlights the VISR instrument's shortcomings in terms of cold (stripped) 

methane detection. According to the results, the VISR technique can capture less than 25% of the overall stripped 

methane mass flux in simulation Case 1, shown in Table 1. Furthermore, this figure is expected to be smaller for 

higher crosswind conditions, with generally more presence of stripped cold methane, e.g. only around 12% of the 

stripped methane mass flux is detectable by the VISR imager for Case 2, presented in Table 1. Subsequently, this 

limitation can directly impact the accuracy of flare CE estimates by underpredicting the methane concentration, used 

in the inferred local CE, Eq. (10), resulting in an overestimated flare CE by the VISR approach. Overall, such 

overpredictions of flare performance are expected to be more prominent for the higher crosswind conditions. 

 

Fig. 5: Time-resolved (instantaneous) VISR global CE predictions vs. ground truth 

(CFD-driven) global CE, paired with their corresponding time-averaged values, in a span of 5 

seconds (72 timesteps), for simulation: a) case 1, and b) case 2, shown in Table 1.  

a) b) 

Fig. 6: VISR instrument capabilities for the detection of stripped (cold) methane: a) 2D contour of VISR-inferred 

local CE at an arbitrary time step for case 1, presented in Table 1. Vertical dashed lines represent the three 

selected transects, located within the VISR ROI. The inferred plume temperature (solid line) and methane mass 

flux (dashed line) along the illustrated transects, b) located at the edge of the combustion zone and c) between the 

flare stack and the combustion zone. The red dashed line separates the region with an abundance of unburned 

methane, downstream of the plume (VISR ROI), from the hotter and more sparse fugitive methane. 

a) b) c) 



 

 

Conclusions 
Video imaging spectro-radiometry (VISR) has recently been proposed as a means for continuous monitoring of flare 

combustion efficiency (CE), but the assumptions and simplifications that underlie this technique have yet to be tested 

rigorously. This analysis is conducted on a simplified version of the VISR approach, based on three spectral channels 

aligned with key absorption features of CO2 (4.2–4.4 µm), CO (4.5–4.9 µm), and CH4 (3.2–3.4 µm). Synthetic 

broadband images for the VISR spectral channels are generated using computational fluid dynamics simulations of a 

steam-assisted industrial flare, operating in varying crossflow conditions. 

Current analysis of the VISR local CE inference model supports the simplifications, applied to the radiative 

transfer equation (RTE) in the VISR radiometric model, for pixels located within the VISR region-of-interest (ROI). 

Reasonable agreement between the inferred local CE and their corresponding ground truth, with the relative error 

typically less than 2% of the ground truth, supports the utilization of the current VISR instrument model for estimating 

the local CE of the pixels located within the VISR ROI. Conversely, in contrast to the ground truth, the results suggest 

an overestimation tendency in the VISR global CE predictions, particularly for the flaring processes operating in lower 

crosswind conditions. This fact, combined with the VISR MWIR instrument's lack of reliability for detecting fugitive 

pockets of unburned cold methane, created due to the aerodynamic fuel-stripping mechanism, results in biased flare 

CE quantifications.  

Finally, we wish to emphasize that, in our estimation, the VISR technique should be able to detect unfavorable 

operating conditions (e.g., over-assisted flares) and, in this context, might be a very useful tool for the oil and gas 

industry to reduce emissions caused by inefficient flaring. We also note that our study was conducted on a simplified 

version of the commercial VISR product, incorporating the details disclosed in the original patent. The commercial 

version of this technology offers a significantly higher degree of spectral resolution and more complex algorithms 

through which the broadband images are converted into a global CE estimate, which are not fully known. Nevertheless, 

in our opinion, this analysis does not support the statements regarding the accuracy of this approach for quantifying 

flare CE. 
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